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#### Abstract

We revisit in this paper the theory of axisymmetric vortex rings in an ideal fluid. The boundary separating the vortex ring from the external (potential) flow is assumed of elliptic shape. For a given distribution of vorticity in the vortex core, we theoretically put into evidence the critical parameter for the existence of non-trivial solutions, thus confirming the numerical observation of Durst et al. [ZAMP 32 (1981) 156]. A sharp estimation of the critical threshold is analytically derived. Theoretical predictions are confirmed by numerical simulations using finite elements. A new numerical algorithm is presented and shown to display better performances compared to previous published algorithms using finite differences. The convergence of the iterative algorithm is proved using the theory of elliptic partial differential equations with discontinuous nonlinearities.
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## 1. Introduction

Vortex rings appear as coherent fluid structures in numerous application fields, ranging from bio-mechanics (e.g. the blood entry in the left ventricle during cardiac diastole, or the propulsion of squid or jellyfish) to engineering situations (e.g. injection in internal combustion engines, or actuation mechanisms using synthetic jets). This explains a renewal of the interest in studying mathematical and physical properties of vortex rings. In particular, analytical vortex ring models have been recently used to predict the evolution of complicated flows and realize diagnosis of practical interest, as, for example, in describing biological propulsion [1,2] or in analyzing the fuel injection in automobile engines [3,4].

The evolution of vortex ring flows was recently studied in [5] by numerically solving the governing incompressible Navier-Stokes equations. Numerical results were compared to ideal vortex models of Norbury and Fraenkel [6,7] and Kaplanski and Rudi [8] and showed fairly good agreement. This enforces the idea of using such simplified mathematical models in studying complicated flows encountered in physical applications.

In this paper, we revisit some mathematical results of the theory of axisymmetric vortex rings developed in the 70s and early 80s, and bring new theoretical and numerical contributions aimed at improving the use of vortex ring models for practical applications. We consider the particular problem when the boundary separating the vortex ring from the external (potential) flow has a particular elliptic shape, which is relevant for real vortex ring flows. This problem was first studied by Durst et al. [9,10], who numerically investigated the characteristics of such elliptic vortex rings and pointed out some interesting theoretical questions that have since remained unanswered. In particular, no theoretical justification was provided to explain the numerical evidence that non-zero solutions exists only for a limited domain in the space of parameters. Also, the convergence of the iterative algorithm used to compute the solution was not presented. This is a delicate question, since the vortex ring problem is described by a non-linear partial differential equation with a discontinuous source term and standard analysis cannot be applied.

[^0]In order to answer these open questions, the present paper brings the following new contributions: (i) we theoretically put into evidence the critical parameter for the existence of non-trivial solutions and give an estimation of its limiting value; we derive a sharp estimation that matches numerical results and, therefore, could be used for practical applications; (ii) we design an efficient numerical algorithm to compute vortex ring solutions that is faster than existing methods; we theoretically prove its convergence for discontinuous parameters of the model, and emphasize the practical implications of this analysis.

The paper is organized as follows. In the remaining of the introductory part, we describe the general problem of the inviscid vortex ring model and the particular formulation for the elliptic vortex ring. A first theoretical part presents two different estimations for the limiting value of the parameters for which non-trivial solutions exist. The first estimation uses the first eigenvalue of the elliptic operator; a second, sharper estimation also involves results on the capacity of the elliptic operator. The second theoretical part develops the numerical algorithm based on monotone iterations. The convergence of the algorithm is proved in the general framework of elliptic partial differential equations with discontinuous nonlinearities. We prove the convergence of the algorithm when finite elements are used for the spatial discretization. Theoretical estimations are compared to numerical results in the final part, which also discusses the efficiency of the algorithm and practical implications of theoretical results.

### 1.1. Mathematical formulation of the general problem

The flow being axisymmetric, we use cylindrical coordinates to describe it, with ( $z, r, \theta$ ) denoting the longitudinal, radial and azimuthal direction of the flow, respectively. We also consider that the motion is steady in a reference frame translating with the vortex ring translation velocity $W$ (assumed constant). Let $\psi$ denote the Stokes stream function in this reference frame. The advantage of this description is that inside the vortex ring the fluid circulates over closed streamlines $\psi=$ const., while the streamlines are open for the external flow (see Fig. 1a). Following Fig. 1b, the vortex bubble $\Omega_{b}$ is defined by the dividing streamline $(\psi=0)$ and the forward $(A)$ and, respectively, rearward (B) stagnation points. The flow outside the vortex bubble is considered as a potential flow. The vorticity is concentrated in the vortex core $\Omega_{c}$ and is zero elsewhere. It is generally assumed that the vortex core boundary $\partial \Omega_{c}$ is a streamline $\psi=k$, with $k$ a positive constant. Physically, $2 \pi k$ represents the flow rate between the axis $0 z$ and $\partial \Omega_{c}$. On the axis of symmetry $(r=0)$ the radial velocity is $v_{r}=0$ and, consequently, $\psi=0$.

The axial-symmetry of the flow allows to define the problem on the half-plane $\Pi=\{(z, r) \mid r>0\}$. Using the notations indicated in Fig. 1b, the problem of the inviscid, steady vortex ring can be stated as follows: given two positive constants, $W$ (the translation velocity) and $k$ (the flux constant) and given the (vorticity) function $f$, find the stream function $\psi$ and the boundary $\partial \Omega_{c}$ of the vortex core such that

$$
\mathcal{L} \psi= \begin{cases}r f\left(\psi+\frac{1}{2} W r^{2}\right), & \text { in } \Omega_{c}  \tag{1}\\ 0, & \text { in } \Pi \backslash \bar{\Omega}_{c},\end{cases}
$$

where $\mathcal{L}$ is the self-adjoint elliptic operator given by:

$$
\begin{equation*}
\mathcal{L}=-\left(\frac{\partial}{\partial z}\left(\frac{1}{r} \frac{\partial}{\partial z}\right)+\frac{\partial}{\partial r}\left(\frac{1}{r} \frac{\partial}{\partial r}\right)\right)=-\nabla \cdot\left(\frac{1}{r} \nabla\right) \tag{2}
\end{equation*}
$$

with $\nabla=\left(\frac{\partial}{\partial z}, \frac{\partial}{\partial r}\right)^{t}$. We note that $\mathcal{L}\left(\frac{1}{2} W r^{2}+k\right)=0$, with $W$ and $k$ real constants.
The additional constraints on the solution are:
$\psi$ and $\nabla \psi$ are continuous across $\partial \Omega_{c}$,



Fig. 1. (a) Physical vortex ring reproduced by direct numerical simulation of the incompressible Navier-Stokes equations [5]. Streamlines in the frame of reference travelling with the vortex ring velocity. Gray region represents vorticity. (b) Domain definition for the vortex ring problem.

$$
\begin{align*}
& \psi=k \text { on } \partial \Omega_{c}, \quad \psi=0 \text { on } O z  \tag{4}\\
& \psi+\frac{1}{2} W r^{2} \rightarrow 0 \text { when } r^{2}+z^{2} \rightarrow \infty \tag{5}
\end{align*}
$$

An additional constraint could be imposed [11,12] by prescribing the kinetic energy of the vortex ring:

$$
\begin{equation*}
\eta=\int_{\Pi}\left(v_{r}^{2}+v_{z}^{2}\right) r d r d z=\int_{\Pi} \frac{1}{r}|\nabla \psi|^{2} d r d z \tag{6}
\end{equation*}
$$

If $\eta>0$ is imposed as normalization condition of the solution, trivial solutions are excluded. For this new problem, global existence of solutions was first proved in the comprehensive study by Fraenkel and Berger [11].

The main difficulty in solving the vortex ring problem comes from the fact that the boundary $\partial \Omega_{c}$ is not known, which makes it a free boundary problem. The problem could be reduced to a semi-linear elliptic problem [11] by extending $f$ as:

$$
\begin{equation*}
f(r, \psi)>0, \quad \forall \psi>k, \quad \text { and } \quad f(r, \psi)=0, \quad \forall \psi \leqslant k \tag{7}
\end{equation*}
$$

It results, by the maximum principle, that the vortex core $\Omega_{c}$ could be defined as:

$$
\begin{equation*}
\Omega_{c}=\{\mathbf{x} \in \Pi ; \psi(\mathbf{x}) \geqslant k\} \tag{8}
\end{equation*}
$$

and Eq. (1) is equivalent to:

$$
\begin{equation*}
\mathcal{L} \psi=r f\left(r, \psi+\frac{1}{2} W r^{2}\right), \quad \text { in } \quad \Pi . \tag{9}
\end{equation*}
$$

The problem described by (9) with constraints (3)-(5) is also called the free energy problem. We shall address in the following the free energy problem that allows to fix $W$ and $k$ and search for a solution of (9) with non-zero energy.

A different reformulation of the problem, as a semi-linear Dirichlet boundary value problem for the Laplacian in cylindrical coordinates in $\mathbb{R}^{5}$, was introduced in [13]. This made possible the use of variational techniques to prove existence results [13,14], symmetry [15] or asymptotic behavior [16] of solutions.

From a practical point of view, the expression of the vorticity function $f$ will define a vortex ring model. We shall consider in this paper the Norbury-Fraenkel model [7,6], that is nowadays largely used to describe real vortex rings generated experimentally [2] or numerically [5,17]. The model assumes that $\left.f\right|_{\Omega_{c}}=C$, with $C$ a positive constant, also called the vortex strength. The limiting case with $k=0$ corresponds to a vortex core occupying the entire vortex bubble, i.e. $\Omega_{c}=\Omega_{b}$; when $\Omega_{c}$ is a sphere, we obtain the Hill's spherical vortex [18-20]. It is easy to notice that in this case, the Eq. (9) becomes a nonlinear eigenvalue problem.

Existence and uniqueness results for this problem are presented in [11,21] for the general case and in [22,23] for vortex rings bifurcating from Hill's vortex. Numerical computations of such solutions are presented in [6] using finite difference methods and in [12] using an adaptive finite element method.

### 1.2. Problem of the vortex ring with elliptic boundary

A further simplification of the free energy vortex problem is obtained if the boundary $\Gamma_{b}=\partial \Omega_{b}$ of the vortex bubble is fixed. In the following, we consider elliptic shapes that reasonably match real vortex rings. Since $\Gamma_{c}=\partial \Omega_{c}$ depends on the solution $\psi$, known to be monotonic [11], the problem can be formulated as follows (see Fig. 1b): for a given vortex strength $C>0$ and flux constant $k \geqslant 0$, find the stream function $\psi$ such as:

$$
\mathcal{L} \psi=r C I_{\psi \geqslant k}= \begin{cases}r C, & \text { if } \psi \geqslant k  \tag{10}\\ 0, & \text { otherwise }\end{cases}
$$

where the characteristic function $I$ identifies now the vortex core $\Omega_{c}$ defined by (8). The boundary condition is a homogeneous Dirichlet condition $\psi=0$ on $\Gamma_{b}=\partial \Omega_{b}$. Since it is convenient to use scaled space coordinates, the boundary $\Gamma_{b}$ will be described in the following by $r^{2}+(z / \alpha)^{2}=1$, where $\alpha \leqslant 1$ denotes the minor half-axis of the ellipse $(|O D|=1,|O A|=\alpha$ in Fig. 1b.

It is interesting to note that prescribing the boundary of the vortex bubble, it is equivalent to fix the velocity $W$ of the flow at infinity. We recall that the external flow is defined as the potential flow over the ellipsoid obstacle defined by the vortex ring bubble. As a consequence, the two remaining parameters of the problem are $C$ and $k$.

Existence results of solutions of the vortex ring problem on a bounded domain $\Omega$ are discussed in [12] for a general class of vorticity functions $f$. Durst et al. [9,10] investigated this problem numerically by a finite difference method using elliptic coordinates. They searched nonzero solutions for two distinct problems of physical interest:
(i) for a fixed value of $C$, find admissible values $0 \leqslant k \leqslant k_{\max }$ such as that $\psi \neq 0$, which physically means that a vortex of a given strength needs a minimum vortex core area to exist;
(ii) for a fixed value of $k$, find admissible values $C>C_{\text {min }}$; in other terms, find the minimum vortex strength needed for a vortex to exist when the flow rate is given.

Durst et al. finally summarized their numerical findings in the following conjecture:
Conjecture 1. The problem (10) of the vortex ring with elliptic boundary admits nonzero solutions if

$$
\begin{equation*}
0 \leqslant \delta=\frac{k}{C} \leqslant \delta_{\max } \quad \Longleftrightarrow \quad \delta^{-1} \geqslant 1 / \delta_{\max } \tag{11}
\end{equation*}
$$

The purpose of the present contribution is therefore twofold: (i) to theoretically demonstrate this conjecture and give an estimation of the critical value $\delta_{\max }$, and (ii) to propose a new, more efficient algorithm, to compute vortex rings with elliptic boundaries and theoretically prove its convergence.

## 2. Theoretical analysis and estimation of critical parameters

An easy way to put into evidence the parameter $\delta$ defined by (11) is to rescale the initial problem (10) by defining the variable $\widehat{\psi}=\frac{\psi}{c}$. We obtain the following equivalent problem:

$$
\begin{equation*}
\mathcal{L} \widehat{\psi}=r I_{\widehat{\psi} \geqslant k / C=\delta} \tag{12}
\end{equation*}
$$

For the sake of simplicity, we drop the () notation; in the following, all variables will refer to the scaled problem (12). It is also convenient to consider in this part the problem (12) defined on the whole domain $\Omega_{b}$ (see Fig. 1b) in order to set homogeneous Dirichlet boundary conditions ( $\psi=0$ ) on all boundaries.

To illustrate the conjecture we intend to prove, we show in Fig. 2 several solutions numerically computed for the same elliptic boundary $\alpha=0.6$ and different values $0 \leqslant \delta \leqslant \delta_{\max }$. For $\delta>\delta_{\max }$ the numerical solution goes to the trivial $\psi=0$ solution.

We give in the following sections two estimations of the critical value $\delta_{\max }$ which condition the existence of nonzero solutions.

### 2.1. Preliminaries

Following [11,12], let us denote $\Omega \equiv \Omega_{b}$ (the vortex bubble), $S \equiv \Omega_{c}$ (the vortex core) and introduce the function space:

$$
\begin{equation*}
H_{0}(\Omega)=\left\{u \in L^{2}(\Omega) ; \left.\frac{1}{r}|\nabla u|^{2} \in L^{1}(\Omega) \right\rvert\, u=0 \quad \text { on } \quad \Gamma=\partial \Omega\right\} \tag{13}
\end{equation*}
$$

$H_{0}(\Omega)$ is the closure of the standard test functions space for the Hilbert norm:

$$
\begin{equation*}
\|u\|_{H_{0}(\Omega)}=\left(\int_{\Omega}|u|^{2} d \tau+\int_{\Omega} \frac{1}{r^{2}}|\nabla u|^{2} d \tau\right)^{1 / 2}, \quad d \tau=r d r d z \tag{14}
\end{equation*}
$$

It is interesting to note that the seminorm

$$
\begin{equation*}
\|u\|=\left(\int_{\Omega} \frac{1}{r^{2}}|\nabla u|^{2} d \tau\right)^{1 / 2}=\left(\int_{\Omega} \frac{1}{r}|\nabla u|^{2} d x\right)^{1 / 2}, \quad d x=d r d z \tag{15}
\end{equation*}
$$

is in fact a norm on $H_{0}(\Omega)$, equivalent to the norm (14) (see [11,12]), and hence

$$
\begin{equation*}
a(u, v)=\int_{\Omega} \frac{1}{r} \nabla u \nabla v d x \tag{16}
\end{equation*}
$$

is an $H_{0}(\Omega)$ elliptic symmetric bilinear form corresponding to the inner product $\langle u, v\rangle=a(u, v)$.


Fig. 2. Solutions for the elliptic vortex with $\alpha=0.6$. Isolines of $\psi / \psi_{\max }$ for (a) $\delta=0$, (b) $\delta^{-1}=400$, (c) $\delta^{-1}=200$, (d) $\delta^{-1}=154$. The critical value for this case is $\delta_{\max }=1 / 153.28$. Gray zones correspond to vortex cores $(\psi>\delta)$.

We notice, in passing, that the norm (15) has a physical signification since it represents the kinetic energy (6) of the vortex ring $\left(\eta=\|u\|^{2}\right)$. We consider in the following the space $H_{0}(\Omega)$ equipped with the inner product inducing the norm (15); this a natural setting for the problem (12), since

$$
\begin{equation*}
\langle u, v\rangle=\int_{\Omega} \frac{1}{r} \nabla u \nabla v d x=\int_{\Omega} u \mathcal{L} v d x, \quad \text { for } \quad u \in H_{0}(\Omega), v \in H_{0}(\Omega) \cap C^{2}(\bar{\Omega}) \tag{17}
\end{equation*}
$$

We also consider the eigenvalue problem associated to the operator $\mathcal{L}$ under the form: find $\lambda \in \mathbb{R}$ and $u \in H_{0}(\Omega)$ such that

$$
\begin{equation*}
a(u, v)=\lambda(u, v), \quad \forall v \in H_{0}(\Omega) \tag{18}
\end{equation*}
$$

where $(u, v)$ denotes the $L^{2}(\Omega)$ inner product. We define the first eigenvalue by

$$
\begin{equation*}
\lambda_{1}=\inf _{u \in H_{0}(\Omega), u \neq 0} \frac{a(u, u)}{(u, u)} . \tag{19}
\end{equation*}
$$

Since $a(u, v)$ is an elliptic symmetric bilinear form and positive, $\lambda_{1}>0$ exists and is finite.
Finally, we recall the definition of the (electrostatic) capacity relative to an elliptic operator $\mathcal{L}$. Let $S$ be a compact subset of $\Omega$, the capacity of $S$ in $\Omega$ is generally defined $[24,16,25]$ as:

$$
\begin{equation*}
\operatorname{Cap}_{\mathcal{L}}(S, \Omega)=\inf \left\{\int_{\Omega \mid \bar{S}} u \mathcal{L} u\left|u \in H_{\mathcal{L}}, u\right|_{E} \geqslant 1\right\} \tag{20}
\end{equation*}
$$

where $H_{\mathcal{L}}$ is the Hilbert space equipped with the norm $\|u\|=\int_{\Omega} u \mathcal{L} u$ and $\left.u\right|_{S} \geqslant 1$ means that there is a sequence in $H_{\mathcal{L}}$ such that $u_{n} \geqslant 1$ on $S$ for each $n$ and $\left\|u-u_{n}\right\| \rightarrow 0$ when $n \rightarrow \infty$.

In the case of the Laplace operator $\mathcal{L}=-\Delta$, in two dimensions denoted by $(r, z)$, the function space $H_{\mathcal{L}}$ is the Sobolev space

$$
\begin{equation*}
W_{0}^{1,2}(\Omega)=\left\{u \in H^{1}(\Omega) \mid u=0 \quad \text { on } \quad \Gamma=\partial \Omega\right\} . \tag{21}
\end{equation*}
$$

with the norm $\|u\|_{1,2}=\left(\int_{\Omega}|\nabla u|^{2}\right)^{1 / 2}$. It is easy to see from definitions (13) and (15) that $H_{0}(\Omega)$ is embedded in $W_{0}^{1,2}(\Omega)$ (see also [16]), since for $\psi \in H_{0}(\Omega)$ we can write that:

$$
\begin{equation*}
\|u\|_{1,2} \leqslant\|r\|_{L^{\infty}(\Omega)}\|u\| . \tag{22}
\end{equation*}
$$

The case of the Laplace operator is interesting since a sharp estimation of the capacity is provided in [26]:

$$
\begin{equation*}
\operatorname{Cap}_{-\Delta}(S, \Omega) \geqslant G(\varepsilon), \tag{23}
\end{equation*}
$$

where

$$
\begin{equation*}
G(\varepsilon)=\frac{8 K\left(\varepsilon^{2}\right)}{K\left(\left[1-\varepsilon^{4}\right]^{1 / 2}\right)}, \quad \varepsilon=\frac{\operatorname{diam}(S)}{\operatorname{diam}(\Omega)}, \tag{24}
\end{equation*}
$$

and

$$
\begin{equation*}
K(\varepsilon)=\int_{0}^{1}\left\{\left(1-t^{2}\right)\left(1-\varepsilon^{2} t^{2}\right)\right\}^{-1 / 2} \mathrm{~d} t, \quad 0 \leqslant \varepsilon<1 \tag{25}
\end{equation*}
$$

The expression of the integral (24) is:

$$
\begin{equation*}
G(\varepsilon)=\frac{8 \sqrt{1-\varepsilon^{4}} \operatorname{ElIF}\left(\varepsilon^{2}, 1 / \varepsilon^{2}\right)}{\varepsilon^{2} \operatorname{EllF}\left(\sqrt{1-\varepsilon^{4}}, 1 / \sqrt{1-\varepsilon^{4}}\right)} \tag{26}
\end{equation*}
$$

where $\operatorname{EllF}(\cdot, \cdot)$ denotes the incomplete elliptic integral of the first kind.

### 2.2. Estimations of the critical parameter

A first rapid estimation of the critical parameter $\delta_{\max }$ could be obtained directly using the first eigenvalue solely. This idea was suggested to us by Le [27] (see also [28]) and results in the following proposition:

Proposition 1. Nonzero solutions of the problem (12) exist if

$$
\begin{equation*}
0 \leqslant \delta \leqslant \frac{1}{\lambda_{1}} \Longleftrightarrow \delta^{-1} \geqslant \lambda_{1} \tag{27}
\end{equation*}
$$

where $\lambda_{1}$ is the first eigenvalue of the operator $\mathcal{L}$ on $\Omega$.

Proof. Let $\lambda_{1}>0$ be the first eigenvalue of $\mathcal{L}$ on $\Omega$, defined by (19). We can choose an associated eigenfunction $\varphi$ such that $\varphi$ is positive in $\Omega$.

Multiplying both sides of (12) by $\varphi$ we obtain:

$$
\begin{equation*}
\int_{\Omega} r I_{\{\psi \geqslant \delta\}} \varphi d x=\int_{\Omega} \varphi \mathcal{L} \psi d x=a(\psi, \varphi)=\lambda_{1} \int_{\Omega} \psi \varphi d x . \tag{28}
\end{equation*}
$$

It follows that:

$$
\begin{equation*}
\|r\|_{\infty} \int_{\{\psi \geqslant \delta\}} \varphi d x \geqslant \lambda_{1} \int_{\Omega} \psi \varphi d x \geqslant \lambda_{1} \int_{\{\psi \geqslant \delta\}} \psi \varphi d x \geqslant \delta \lambda_{1} \int_{\{\psi \geqslant \delta\}} \varphi d x . \tag{29}
\end{equation*}
$$

Because $\psi$ is not trivial, we have that $\int_{\{\psi \geqslant \delta\}} \varphi>0$ and from the previous inequality we deduce, since $\|r\|_{\infty}=1$ in our setting, that

$$
\begin{equation*}
\delta \leqslant \frac{1}{\lambda_{1}} \tag{30}
\end{equation*}
$$

This first estimation is not very sharp, as shown in Fig. 3, displaying the limiting curve for $\delta_{\max }$ (in order to compare with the results of Durst et al. [9,10], we plot $\delta^{-1}$ ). Numerical values for the problem (12) are computed using the method described in the next section. Eigenvalues and eigenvectors are computed using the shift-invert mode method implemented in ARPACK library.

A second, sharper estimation of the critical parameter is thus derived using jointly the first eigenvalue and the capacity of the elliptic operator.

Proposition 2. Nonzero solutions of the problem (12) exist if

$$
\begin{equation*}
\delta^{-1} \geqslant 3.73642 \lambda_{1}-\frac{0.990004 \sqrt{G(\varepsilon) \lambda_{1}}}{\sqrt{\alpha}} \pm \frac{\sqrt{0.980108 G(\varepsilon) \lambda_{1}-7.39814 \lambda_{1}^{3 / 2} \sqrt{G(\varepsilon) \alpha}+7.84451 \lambda_{1}^{2} \alpha}}{\sqrt{\alpha}} . \tag{31}
\end{equation*}
$$

where $\alpha$ is the geometric parameter of the ellipse, and G is given by (24). This estimation is based on the following geometrical approximations:

$$
\begin{equation*}
r_{c} \simeq 1 / \sqrt{2}, \quad \varepsilon \sim \frac{\sqrt{2} \alpha}{1+\alpha^{2}} \tag{32}
\end{equation*}
$$

Proof. We start by relating the energy $\eta$ to the capacity of the Laplacian. From definitions (6) and (15), we get:

$$
\begin{equation*}
\eta=\|\psi\|^{2}=\int_{\Omega} \frac{1}{r}|\nabla \psi|^{2} d x \geqslant \frac{\delta^{2}}{\|r\|_{\infty}} \int_{\Omega}\left|\nabla\left(\frac{\psi}{\delta}\right)\right|^{2} d x \geqslant \delta^{2} \int_{S}\left|\nabla\left(\frac{\psi}{\delta}\right)\right|^{2} d x \tag{33}
\end{equation*}
$$



Fig. 3. Plot of the limiting curve for the critical parameter $\delta_{\max }$. Nonzero solutions exist for $\delta^{-1}>1 / \delta_{\max }$. Comparison between present numerical results, the results of Durst et al. $[9,10$ ] and our theoretical sharp estimations denoted by " + " and " - ".
since $\|r\|_{\infty}=1$ in our setting, and $S \subseteq \Omega$. We can use now (24) to obtain:

$$
\begin{equation*}
\eta \geqslant \delta^{2} \operatorname{Cap}_{-\Delta}(S, \Omega) \geqslant \delta^{2} G(\varepsilon) . \tag{34}
\end{equation*}
$$

In the same time, we can write from (15) and (17) that

$$
\begin{equation*}
\eta=\|\psi\|^{2}=\int_{\Omega} \psi \mathcal{L} \psi d x=\int_{\Omega} \psi r I_{\psi \geqslant \delta} d x=\int_{S} \psi r d x \tag{35}
\end{equation*}
$$

and, by Cauchy-Schwarz we obtain the inequality:

$$
\begin{equation*}
\eta \leqslant\left(\int_{S} r^{2}\right)^{1 / 2}\|\psi\|_{L^{2}(S)} \tag{36}
\end{equation*}
$$

The above integral could be expressed by using the generalized Lagrange mean value theorem as follows:

$$
\begin{equation*}
\eta \leqslant r_{c}|S|^{1 / 2}\|\psi\|_{L^{2}(S)}, \quad r_{c} \in S \tag{37}
\end{equation*}
$$

Since from the definition (19) of the first eigenvalue of the operator $L$, we have $\|\psi\|_{L^{2}(S)}^{2} \leqslant \eta / \lambda_{1}$. Then, we have:

$$
\begin{equation*}
\eta^{1 / 2} \leqslant r_{c}|S|^{1 / 2} \lambda_{1}^{-1 / 2} \tag{38}
\end{equation*}
$$

Combining this inequality with (34), we finally obtain that:

$$
\begin{equation*}
\delta^{-1} \geqslant \frac{\left(G(\varepsilon) \lambda_{1}\right)^{1 / 2}}{r_{c}|S|^{1 / 2}} \tag{39}
\end{equation*}
$$

We need now to get into more detail concerning the geometry of the vortex ring. Assuming that $r_{c} \simeq 1 / \sqrt{2}$, which is the center of the Hill's spherical vortex (see [9,10] and the next section), a rough estimation of the area $|S|$ of the vortex core is (we consider as upper bound the part of the ellipse above the line $r=2 r_{c}-1$ ):

$$
\begin{equation*}
|S| \leqslant 2\left(\frac{1}{4} \pi \alpha-\frac{1}{2} \sqrt{1-\left(2 r_{c}-1\right)^{2}}\left(2 r_{c}-1\right) \alpha-\frac{1}{2} \alpha \operatorname{ArcSin}\left(2 r_{c}-1\right)\right) . \tag{40}
\end{equation*}
$$

Follow the same assumption on the value of $r_{c}$, we use a Taylor expansion at $1 / \sqrt{2}$ and estimate by a second-order approximation:

$$
\begin{equation*}
r_{c}|S|^{1 / 2} \leqslant 0.619156 \sqrt{\alpha}-0.594413 \sqrt{\alpha}\left(r_{c}-1 / \sqrt{2}\right)-3.08904 \sqrt{\alpha}\left(r_{c}-1 / \sqrt{2}\right)^{2}+O\left(\left(r_{c}-1 / \sqrt{2}\right)^{3}\right) . \tag{41}
\end{equation*}
$$

Meanwhile, from the Eq. (35), we have:

$$
\begin{equation*}
\eta=\int_{S} \psi r d x \geqslant \delta \int_{S} r d x \tag{42}
\end{equation*}
$$

Combining this equation with (38), we obtain that:

$$
\begin{equation*}
\delta \int_{S} r d x \leqslant \eta \leqslant r_{c}^{2}|S| \lambda_{1}^{-1} \tag{43}
\end{equation*}
$$

and, using the definition of $r_{c}=\left(\int_{S} r^{2} d x /|S|\right)^{1 / 2}$,

$$
\begin{equation*}
r_{c}^{2} \geqslant \delta \lambda_{1}\left(\frac{\int_{S} r d x}{|S|}\right) \geqslant \delta \lambda_{1} r_{c} . \tag{44}
\end{equation*}
$$

Finally, we obtain a lower bound for $r_{c}$, that could also be used as a better estimation of the critical parameter than (27):

$$
\begin{equation*}
r_{c} \geqslant \delta \lambda_{1} . \tag{45}
\end{equation*}
$$

It is easy to see from (41) that the function $G\left(r_{c}\right)=r_{c}\left|S\left(r_{c}\right)\right|^{1 / 2}$ is decreasing. As a consequence $G\left(r_{c}\right) \leqslant G\left(\delta \lambda_{1}\right)$ and from (39) we infer that:

$$
\begin{equation*}
\delta^{-1} \geqslant \sqrt{G(\varepsilon)} \lambda_{1}^{1 / 2} /\left(0.619156 \sqrt{\alpha}-0.594413 \sqrt{\alpha}\left(\delta \lambda_{1}-1 / \sqrt{2}\right)-3.08904 \sqrt{\alpha}\left(\delta \lambda_{1}-1 / \sqrt{2}\right)^{2}\right) \tag{46}
\end{equation*}
$$

The limiting curve of this implicit relationship is exactly the right-hand side of the inequality (31) (the coefficients are calculated using Mathematica).

Finally, we give a rough estimation of $\varepsilon$. The circumscribed circle diameter of the domain $\Omega$ is equal to $1+\alpha^{2}$, and $\operatorname{Diam}(S) \sim \sqrt{2} v$, resulting in the estimation:

$$
\begin{equation*}
\varepsilon=\frac{\operatorname{Diam}(S)}{\operatorname{Diam}(\Omega)} \sim \frac{\sqrt{2} \alpha}{1+\alpha^{2}} \tag{47}
\end{equation*}
$$

The two limiting curves given by (31) are also represented in Fig. 3. This second estimation, that includes a rough representation of the geometry of the vortex and the classical estimation of the capacity of the elliptic operator, is obviously sharper than the first estimation based solely on the first eigenvalue of the operator. From a practical point of view, the second estimation (+) offers a good starting point if one intends to explore admissible nonzero vortex ring solutions in a given domain of elliptic shape. This situation is encountered in practical applications, as discussed in the final part of this paper. This sharp theoretical estimation of the critical parameter is also important to increase the convergence of computations searching numerically for the critical value $\delta_{\max }$ (as stated in the section presenting numerical results).

## 3. Numerical algorithm and finite element method

The problem (12) is numerically solved using finite elements methods. We start by presenting the numerical algorithm and analyze its convergence in the case of discontinuous data. Then we prove convergence of the finite element method. For the numerical implementation, we use the free software FreeFem++ [29] using a large variety of triangular finite elements to solve partial differential equations in two or three dimensions. FreeFem++ is an integrated product with its own high level programming language with a syntax close to mathematical formulations; it was recently used to test algorithms for the minimization of Schrödinger or Gross-Pitaevskii functionals [30,31].

### 3.1. A monotone iterative algorithm

We consider the scaled problem (12) defined on the entire domain depicted in Fig. 1b. The variational formulation of (12) is given as follows:

Find $\psi \in H_{0}(\Omega)$, such that:

$$
\begin{equation*}
a(\psi, \phi)=l(\phi), \quad \forall \phi \in H_{0}(\Omega) \tag{48}
\end{equation*}
$$

where the bilinear form $a(u, v)$ is given by (16) and

$$
\begin{equation*}
l(v)=(F, v)=\int_{\Omega} F v d x, \quad F=r I_{\psi \geqslant \delta} . \tag{49}
\end{equation*}
$$

Note that this problem is defined with homogeneous Dirichlet boundary conditions. For numerical calculations we can use the symmetry of the solution [11,15] with respect to the Or axis, and consider the problem only on a half-domain $(z>0)$, with a symmetry Neumann boundary condition $\frac{\partial \psi}{\partial z}(r, z)=0$ on $\Gamma_{r}=O D$.

Numerical methods for solving the problem of vortex rings generally use [12,6] monotone iterations to converge to the final shape of the vortex ring core $\Omega_{c}=\{x \in \Omega: \psi \geqslant \delta\}$. In our case, the right-hand side of (12) is a discontinuous Heaviside function, and, therefore, we have to take care in deriving the numerical algorithm of the fact that the problem (12) is multivalued [32-35]. This means that, if we take two special initial conditions, two different convergent solutions will be obtained by a monotone iteration algorithm. The proof of the convergence of our algorithm will use the framework developed in [34,32,36,37] for monotone iterations of elliptic partial differential equations with discontinuous nonlinearities. We start with some definitions.

Definition 1. A function $\psi \in H_{0}(\Omega)$ is said to be an upper solution of (12), if the following condition is satisfied

$$
\begin{equation*}
a(\psi, \phi) \geqslant l(\phi), \quad \forall \phi \in H_{0}(\Omega), \quad \phi \geqslant 0 \tag{50}
\end{equation*}
$$

A lower solution is defined similarly by reversing the sign of the above inequality [34,32]. An element $\psi \in H_{0}(\Omega)$ is a solution of (48) if and only if it forms simultaneously an upper and a lower solution. In the following, we study the convergence of the algorithm for a given value $\delta$. The existence of vortex ring solutions of nonzero energy in a bounded domain was proved in [12] using the Shauder's fixed point theorem for a more general function $F$. It is thus reasonable to suppose that:

Assumption 1. There exist $\psi_{l}^{0}$ (a lower solution) and $\psi_{u}^{0}$ (an upper solution) such that the following condition is satisfied

$$
\begin{equation*}
0 \leqslant \psi_{l}^{0} \leqslant \psi_{u}^{0}, \quad \text { a.e., } \quad \forall x \in \Omega \tag{51}
\end{equation*}
$$

where a partial ordering in the spaces $L^{2}(\Omega), H_{0}(\Omega)$ was introduced by $u \leqslant v$ if and only if $v-u$ belongs to the set $L_{+}^{2}(\Omega)$ of all nonnegative elements of $L^{2}(\Omega)$.

We also define the following sets for any $\delta^{*} \leqslant \delta_{\max }$ :

$$
\begin{equation*}
\Omega_{\delta^{*}}(\psi)=\left\{x \in \Omega \mid \psi \geqslant \delta^{*}\right\}, \quad \Gamma_{\delta^{*}}(\psi)=\left\{x \in \Omega \mid \psi=\delta^{*}\right\} . \tag{52}
\end{equation*}
$$

The iteration algorithm is defined [34] separately for the lower solution:

$$
\begin{equation*}
\text { (init) } \psi_{l}^{0} ; \quad \text { (solve) } a\left(\psi_{l}^{n}, \phi\right)=\left(F\left(\psi_{l}^{n-1}\right), \phi\right), \quad \forall \phi \in H_{0}(\Omega), \phi>0 \tag{53}
\end{equation*}
$$

and for the upper solution:

$$
\begin{equation*}
\text { (init) } \psi_{u}^{0} ; \quad \text { (solve) } a\left(\psi_{u}^{n}, \phi\right)=\left(F\left(\psi_{u}^{n-1}\right), \phi\right), \quad \forall \phi \in H_{0}^{1}(\Omega), \phi>0 \tag{54}
\end{equation*}
$$

Because $\psi_{l}^{n}, \psi_{u}^{n} \in H_{0}^{1}(\Omega)$ are monotone increasing and monotone decreasing sequences respectively (see also [12]), we can define the following ordered sets for a specified $\delta^{*} \leqslant \delta_{\text {max }}$

$$
\begin{equation*}
\Omega_{\delta^{*}}\left(\psi_{l}^{n-1}\right) \subset \Omega_{\delta^{*}}\left(\psi_{l}^{n}\right) \tag{55}
\end{equation*}
$$

and

$$
\begin{equation*}
\Omega_{\delta^{*}}\left(\psi_{u}^{n}\right) \subset \Omega_{\delta^{*}}\left(\psi_{u}^{n-1}\right) \tag{56}
\end{equation*}
$$

When the iteration process is convergent, the ordered set $\Omega_{\delta^{*}}\left(\psi_{u}^{n}\right)$ converge to the vortex core $\Omega_{\delta}$. The following theorem gives the convergence of the algorithms.

Theorem 1. Under Assumption 1, the iterations schemes guarantee the following bounds

$$
\begin{equation*}
\psi_{l}^{n} \leqslant \psi_{l}^{n+1} \leqslant \cdots \leqslant \psi_{u}^{n+1} \leqslant \psi_{u}^{n} \tag{57}
\end{equation*}
$$

Also, there exist convergent solutions $\psi_{l}^{*}$ and $\psi_{u}^{*}$ for the iteration algorithm (53) and (54) respectively, within the interval $\left[\psi_{l}^{0}, \psi_{u}^{0}\right]$.

Proof. First, we show that the obtained sequence $\psi_{l}^{n}$ is non-decreasing. Let us assume that $\psi_{l}^{n-1} \leqslant \psi_{l}^{n}$; because $F(\cdot)$ is a nondecreasing function, we have

$$
\begin{equation*}
\left(F\left(\psi_{l}^{n}\right), \phi\right)-\left(F\left(\psi_{l}^{n-1}\right), \phi\right) \geqslant 0 \tag{58}
\end{equation*}
$$

That means that

$$
\begin{equation*}
a\left(\psi_{l}^{n+1}, \phi\right) \geqslant a\left(\psi_{l}^{n}, \phi\right) \tag{59}
\end{equation*}
$$

and

$$
\begin{equation*}
a\left(\psi_{l}^{n+1}-\psi_{l}^{n}, \phi\right) \geqslant 0 \tag{60}
\end{equation*}
$$

Since $a(u, v)$ is a bilinear symmetric form, by the strong maximum principle [38] and the zero boundary conditions, we have

$$
\begin{equation*}
\psi_{l}^{n+1} \geqslant \psi_{l}^{n} \tag{61}
\end{equation*}
$$

The same reasoning applies for the first iteration. It is known that for any $\phi \in H_{0}^{1}(\Omega)(\phi>0)$

$$
\begin{equation*}
a\left(\psi_{l}^{0}, \phi\right) \leqslant\left(F\left(\psi_{l}^{0}\right), \phi\right), \tag{62}
\end{equation*}
$$

and

$$
\begin{equation*}
a\left(\psi_{l}^{1}, \phi\right)=\left(F\left(\psi_{l}^{0}\right), \phi\right) . \tag{63}
\end{equation*}
$$

From the above, we infer that $\psi_{l}^{0} \leqslant \psi_{l}^{1}$, which ends the first part of the proof concerning $\psi_{l}$.
The similar result $\psi_{u}^{n+1} \leqslant \psi_{u}^{n}$ can be obtained in the same way. By Assumption 1, it is clear that $\psi_{l}^{0} \leqslant \psi_{u}^{0}$. If we assume $\psi_{l}^{n} \leqslant \psi_{u}^{n}$, by a similar argument, we have

$$
\begin{equation*}
\psi_{l}^{n+1} \leqslant \psi_{u}^{n+1} \tag{64}
\end{equation*}
$$

and the relation (57) is satisfied.
Finally, we show convergence properties for $\psi_{l}^{n+1}$. Starting from (22), we derive the following inequality:

$$
\begin{equation*}
\left\|\nabla \psi_{l}^{n+1}\right\|_{L^{2}(\Omega)}^{2} \leqslant a\left(\psi_{l}^{n+1}, \psi_{l}^{n+1}\right)=\left(F\left(\psi_{l}^{n}\right), \psi_{l}^{n}\right) \leqslant\left\|F\left(\psi_{l}^{n}\right)\right\|_{L^{2}(\Omega)}\left\|\psi_{l}^{n}\right\|_{L^{2}(\Omega)} . \tag{65}
\end{equation*}
$$

Since $\left\{\psi_{l}^{n}\right\}$ is uniformly bounded in $L^{2}(\Omega)$, by (65), $\left\{\psi_{l}^{n}\right\}$ is uniformly bounded in $H_{0}^{1}(\Omega)$. Because the embedding $H_{0}^{1}(\Omega) \hookrightarrow L^{2}(\Omega)$ is compact [39], a subsequence $\left\{\psi_{l}^{n_{i}}\right\}$ can be extracted which converges to $\psi_{l}^{*}$ weakly in $H_{0}^{1}$ and strongly in $L^{2}(\Omega)$.

It is clear that $\psi_{l}^{n} \leqslant \psi_{l}^{*} \in\left[\psi_{l}^{0}, \psi_{u}^{0}\right]$ for any $n \in \mathbb{Z}^{+}$, since the whole sequence $\left\{\psi_{l}^{n}\right\}$ is partial ordered and $\lim _{n \rightarrow \infty} \psi_{l}^{n}=\psi_{l}^{*}$. Because $\psi_{l}^{*} \geqslant \psi_{l}^{n}$ for any $n \in \mathbb{Z}^{+}, a\left(\psi_{l}^{*}, \phi\right) \geqslant\left(F\left(\psi_{l}^{n}\right), \phi\right)$. Meanwhile, $a\left(\psi_{l}^{*}, \phi\right) \leqslant\left(F\left(\psi_{l}^{*}\right), \phi\right)$, so the convergence limit $\psi_{l}^{n} \vec{k}^{\infty}$ is a lower solution of (12).

The similar result can be obtained for the upper solution.

### 3.2. Finite element approximation

We outline here the main features of the finite element implementation which follows standard methods. Let $\mathcal{T}_{h}$ be a family of triangulations of the domain $\Omega$. We assume that $\mathcal{T}_{h}$ is a regular family in the sense of Ciarlet [40], with $h>0$ belonging to a generalized sequence converging to zero. We denote by $P^{l}(T)$ the space of polynomial functions on triangles $T \in \mathcal{T}_{h}$, of degree not exceeding $l \geqslant 1$. We also introduce the finite element approximation spaces:

$$
\begin{equation*}
W_{h}^{l}=\left\{w_{h} \in C^{0}\left(\bar{\Omega}_{h}\right) ;\left.w_{h}\right|_{T} \in P^{l}(T), \forall T \in \mathcal{T}_{h}\right\}, \tag{66}
\end{equation*}
$$

and

$$
\begin{equation*}
V_{h}^{l}=\left\{w_{h} \in W_{h}^{l} ;\left.w_{h}\right|_{\Gamma_{h}}=0\right\} . \tag{67}
\end{equation*}
$$

The finite dimensional space $V_{h}^{l}$ is a subspace of $H_{0}^{1}(\Omega)$ and therefore will be used to discretize the variational formulations previously written. We use in the following $P^{1}(l=1$, piecewise linear) finite elements to approximate the solution and denote $V_{h}^{1}:=V_{h}$.

The finite element approximation of (48) is given as follows: find $\psi_{h} \in V_{h}$ such that

$$
\begin{equation*}
a\left(\psi_{h}, \phi_{h}\right)=l\left(\phi_{h}\right), \quad \forall \phi_{h} \in V_{h} . \tag{68}
\end{equation*}
$$

It is important to observe that the bilinear form in the previous formulation is singular at $r=0$. This imposes a modification of the polynomial basis functions when a triangle posses a vertex on the axis $O z$, as proposed in [12]. An equivalent treatment is applied here, since the quadrature formulas used in FreeFem++ are by default of fifth order and the integrands values are automatically set to zero for vertices on the $O z$ axis (since we apply here homogeneous Dirichlet boundary conditions $\psi_{h}=0$ ). With this modification, the standard finite element analysis could be applied to our problem (see [12] for details). It is also interesting to note that in FreeFem++ the generic finite-element space $W_{h}^{l}$ is a variable type. This allows to switch to $P^{2}(l=2$, piecewise quadratic) finite elements by a simple change of the value of the parameter $l$, without modifying the rest of the program, and, in particular, the variational formulation.

### 3.2.1. Convergence of the finite element approximation

We give in the following a convergence result for the finite element discretization using the natural norm (15). We first define the standard $L^{2}$ projection $P_{h}: L^{2}(\Omega) \rightarrow V_{h}$

$$
\begin{equation*}
\left(P_{h} \psi, \phi_{h}\right)=\left(\psi, \phi_{h}\right), \quad \forall \phi_{h} \in V_{h}, \tag{69}
\end{equation*}
$$

and the following solution operator $L_{h}: L^{2}(\Omega) \rightarrow V_{h}$ :

$$
\begin{equation*}
a\left(L_{h} \psi, \phi_{h}\right)=L\left(\phi_{h}\right), \psi \in H_{0}(\Omega) . \tag{70}
\end{equation*}
$$

In order to give the error estimation, we assume [41,42] that, for a given parameter $\delta$, the triangulation is constructed in such a way that the vortex core boundary $\partial S$ is represented by vertices of the triangulation. A practical technique to generate such meshes is described in Section 4. From (68) and definition (15) we have:

$$
\begin{equation*}
\|\psi\|^{2}=a(\psi, \psi)=\int_{S} F \psi d x \leqslant\|F\|_{L^{2}(S)}\|\psi\|_{L^{2}(S)} \leqslant k(2)|S|^{1 / 2}\|F\|_{L^{2}(S)}\|\nabla \psi\|_{L^{2}(S)}, \tag{71}
\end{equation*}
$$

where $k(2)=2^{-3 / 2}$ (see [43]). Using (22), we can further write

$$
\begin{equation*}
\|\psi\|^{2} \leqslant k(2)\|r\|_{L^{\infty}(S)}|S|^{1 / 2}\|F\|_{L^{2}(S)}\|\psi\|, \tag{72}
\end{equation*}
$$

and, finally,

$$
\begin{equation*}
\|\psi\| \leqslant C_{F}=k(2)\|r\|_{L^{\infty}(S)}|S|^{1 / 2}\|F\|_{L^{2}(S)} . \tag{73}
\end{equation*}
$$

We now define the error $e_{h}=\psi-L_{h} \psi$ and infer from (48) and (70) that

$$
\begin{equation*}
a\left(e_{h}, \phi_{h}\right)=0, \quad \forall \phi_{h} \in V_{h} . \tag{74}
\end{equation*}
$$

We have the following error estimation:

$$
\begin{equation*}
\left\|e_{h}\right\|^{2}=a\left(e_{h}, \psi-L_{h} \psi\right)=a\left(e_{h}, \psi\right)=a\left(e_{h}, \psi-\psi_{h}\right) \leqslant\left\|e_{h}\right\|\left\|\psi-\psi_{h}\right\|_{1,2} . \tag{75}
\end{equation*}
$$

Using now the classical (e.g. [43]) $H^{1}$ error estimation for $P^{1}$ finite elements:

$$
\begin{equation*}
\left\|\psi-\psi_{h}\right\|_{1,2} \leqslant C h\|\psi\|_{H^{2}(\Omega)} \tag{76}
\end{equation*}
$$

we finally obtain the standard result:

$$
\begin{equation*}
\left\|e_{h}\right\| \leqslant C h\|\psi\|_{H^{2}(\Omega)}, \tag{77}
\end{equation*}
$$

with $C$ a constant depending only on $\Omega$.

### 3.2.2. Convergence of the discrete monotone iterative algorithm

We study in this part the convergence properties of the monotone iterative algorithm at a discrete level. We define a discrete operator for the problem (12)

$$
\begin{equation*}
\mathcal{L}_{h}^{*}=P_{h} \mathcal{L}^{*} \tag{78}
\end{equation*}
$$

and formulate the discrete iterative algorithm as follows: for any $\phi_{h} \in V_{h}$ :

- initialize $\psi_{h}^{0}$ by solving the problem (12) for $\delta=0$ :

$$
\begin{equation*}
a\left(\psi_{h}^{0}, \phi_{h}\right)=\left(r, \phi_{h}\right), \quad \forall \phi_{h} \in V_{h} . \tag{79}
\end{equation*}
$$

This solution always exists and is nonzero; it is also the natural starting point for computing the upper solution.

- Compute $\psi_{h}^{n+1}$ by solving

$$
\begin{equation*}
a\left(\psi_{h}^{n+1}, \phi_{h}\right)=\left(F\left(\psi_{h}^{n}\right), \phi_{h}\right), \quad \forall \phi_{h} \in V_{h} . \tag{80}
\end{equation*}
$$

- stop if $\left\|\psi_{h}^{n+1}-\psi_{h}^{n}\right\| /\left\|\psi_{h}^{n+1}\right\| \leqslant \epsilon$, with $\epsilon$ fixed.

The proof of the convergence follows the classical methodology [34,37]. We consider only the upper solution, the proof being similar for the lower solution. Let $\psi_{u}^{0, h}=P_{h} \psi_{u}^{0}$ be the initial condition. Then, the first iteration is:

$$
\begin{equation*}
a\left(\psi_{u}^{1, h}, \phi^{h}\right)=\left(F\left(\psi_{u}^{0, h}\right), \phi^{h}\right), \quad \forall \phi^{h} \in V_{h} . \tag{81}
\end{equation*}
$$

Since from the finite element approximation of the initial condition $\lim _{h \rightarrow 0}\left\|\psi_{u}^{0, h}-\psi_{u}^{0}\right\|_{L^{2}(\Omega)}=0$, we infer that

$$
\begin{equation*}
\lim _{h \rightarrow 0}\left\|F\left(\psi_{u}^{0, h}\right)-F\left(\psi_{u}^{0}\right)\right\|_{L^{2}(\Omega)}=0 \tag{82}
\end{equation*}
$$

Since $F$ is discontinuous, the above relation (82) needs some comments since it not stands for all forms of $F$. In our case, it can be derived by the following short argument: let us denote $\psi_{u}^{0} \in C^{2}(\bar{\Omega})$ the solution of (12) with $\delta=0$ and define

$$
\Gamma_{\delta}:=\left\{x \in \Omega: \psi_{u}^{0}(x)=\delta\right\} .
$$

According to the convex property of $\psi_{u}^{0}$, mean $\left(\Gamma_{\delta}\right)=0$. Thus $\Gamma_{\delta}$ is a closed curvature. For $\psi_{u}^{0, h} \in V_{h}$, we have a similar definition:

$$
\Gamma_{\delta, h}:=\left\{\mathbf{x} \in \Omega: \psi_{u}^{0, h}(\mathbf{x})=\delta\right\}, \quad \operatorname{mean}\left(\Gamma_{\delta, h}\right)=0
$$

In our case, $F(\psi)=r I_{\psi \geqslant \delta}$, and we can write

$$
\left|F\left(\psi_{u}^{0, h}\right)-F\left(\psi_{u}^{0}\right)\right|_{L^{2}}^{2}=\int_{\Omega} r^{2}\left|I_{\psi_{u}^{0, h} \geqslant \delta}-I_{\psi_{u}^{0} \geqslant \delta}\right|^{2} \mathrm{~d} x .
$$

We now define the following set

$$
\Omega_{\delta}(\psi):=\{\mathbf{x} \in \Omega: \psi(\mathbf{x}) \geqslant \delta\} .
$$

Assuming that $\psi_{u}^{0, h} \geqslant \psi_{u}^{0}$, it is easy to get that

$$
\Omega_{\delta}\left(\psi_{u}^{0, h}\right) \subset \Omega_{\delta}\left(\psi_{u}^{0}\right)
$$

and, consequently,

$$
\left|F\left(\psi_{u}^{0, h}\right)-F\left(\psi_{u}^{0}\right)\right|_{L^{2}}^{2}=\int_{\Omega_{\delta}\left(\psi_{u}^{0, h}\right)} r^{2}|1-1|^{2} \mathrm{~d} x+\int_{\Omega_{\delta}\left(\psi_{u}^{0}\right) \backslash \Omega_{\delta}\left(\psi_{u}^{0, h}\right)} r^{2}|0-1|^{2} \mathrm{~d} x .
$$

Because $\left|\psi_{u}^{0, h}-\psi_{u}^{0}\right|_{L^{2}} \rightarrow 0$ as $h \rightarrow 0$ and the convexity property,

$$
\operatorname{meas}\left(\Omega_{\delta}\left(\psi_{u}^{0}\right) \backslash \Omega_{\delta}\left(\psi_{u}^{0, h}\right)\right) \rightarrow 0, \text { as } h \rightarrow 0
$$

which proves (82).
Let us note that the relation (82) means that $\lim _{h \rightarrow 0}\left\|\psi_{u}^{1, h}-\psi_{u}^{1}\right\|=0$.
Assuming that $\lim _{h \rightarrow 0}\left\|\psi_{u}^{n, h}-\psi_{u}^{n}\right\|_{L^{2}(\Omega)}=0$, we have ${ }^{h \rightarrow 0}$

$$
\begin{equation*}
\left\|\psi_{u}^{n+1, h}-\psi_{u}^{n+1}\right\|_{1,2}^{2} \leqslant\left\|\psi_{u}^{n+1, h}-\psi_{u}^{n+1}\right\|^{2}=\left(F\left(\psi_{u}^{n, h}\right)-F\left(\psi_{u}^{n}\right), \psi_{u}^{n+1, h}-\psi_{u}^{n+1}\right) \tag{83}
\end{equation*}
$$

and, finally,

$$
\begin{equation*}
\left\|\psi_{u}^{n+1, h}-\psi_{u}^{n+1}\right\|_{1,2} \leqslant\left\|F\left(\psi_{u}^{n, h}\right)-F\left(\psi_{u}^{n}\right)\right\|_{L^{2}(\Omega)} . \tag{84}
\end{equation*}
$$

For a given $\delta^{*}$, we consider the following two sets

$$
\begin{equation*}
\Gamma_{\delta^{*}}\left(\psi_{u}^{n, h}\right), \quad \Gamma_{\delta^{*}}\left(\psi_{u}^{n}\right) \tag{85}
\end{equation*}
$$

Since $F$ is a discontinuous function over $\Omega$, we rewrite the right hand side of (84) as following:

$$
\begin{align*}
\left\|F\left(\psi_{u}^{n, h}\right)-F\left(\psi_{u}^{n}\right)\right\|_{L^{2}(\Omega)}= & \left\|F\left(\psi_{u}^{n, h}\right)-F\left(\psi_{u}^{n}\right)\right\|_{L^{2}\left(\Omega \backslash\left(\Gamma_{\delta^{*}}\left(\psi_{u}^{n, h}\right) \cup \Gamma_{\delta^{*}}\left(\psi_{u}^{n}\right)\right)\right)}  \tag{86}\\
& +\left\|F\left(\psi_{u}^{n, h}\right)-F\left(\psi_{u}^{n}\right)\right\|_{L^{2}\left(\Gamma_{\delta^{*}}\left(\psi_{u}^{n h}\right) \cup \Gamma_{\delta^{*}}\left(\psi_{u}^{n}\right)\right)}
\end{align*}
$$

Due to the continuity of $F(\cdot)$ in the set $\Omega \backslash\left(\Gamma_{\delta^{*}}\left(\psi_{u}^{n, h}\right) \cup \Gamma_{\delta^{*}}\left(\psi_{u}^{n}\right)\right)$, the first term in the right hand side of (86) goes to 0 when $h \rightarrow 0$. At the same time, (12) is strictly convex in $\Omega_{\delta^{*}}(\cdot)$, and the L-measure meas $\left(\Gamma_{\delta^{*}}\left(\psi_{u}^{n, h}\right)\right.$ ) and meas $\left(\Gamma_{\delta^{*}}\left(\psi_{u}^{n}\right)\right)$ are equal to 0 . As a consequence, we have

$$
\begin{equation*}
\lim _{h \rightarrow 0}\left\|F\left(\psi_{u}^{n, h}\right)-F\left(\psi_{u}^{n}\right)\right\|_{L^{2}(\Omega)}=0 \tag{87}
\end{equation*}
$$

and, finally,

$$
\begin{equation*}
\lim _{h \rightarrow 0}\left\|\psi_{u}^{n+1, h}-\psi_{u}^{n+1}\right\|_{1,2}=0 \tag{88}
\end{equation*}
$$

Let $\psi_{l}^{0, h}=P_{h} \psi_{l}^{0}$ be the initial condition for the lower solution. From previous considerations, we have

$$
\begin{equation*}
\psi_{l}^{n, h} \leqslant \psi_{l}^{n+1, h} \leqslant \cdots \leqslant \psi_{u}^{n+1, h} \leqslant \psi_{u}^{n, h} \tag{89}
\end{equation*}
$$

We can always extract a sub-sequence $\left\{\psi_{u}^{n_{i}, h}\right\}$ such that this sub-sequence converges strongly in $L^{2}(\Omega)$ and weakly in $W^{1,2}(\Omega)$ to $\psi_{u}^{* h}$. Because of the monotone behavior, the original sequence $\left\{\psi_{u}^{n, h}\right\}$ also converges strongly in $L^{2}(\Omega)$ and weakly in $W^{1,2}(\Omega)$ to $\psi_{u}^{*, h}$. Using the triangular inequality

$$
\begin{equation*}
\left\|\psi_{u}^{n, h}-\psi_{u}^{*}\right\| \leqslant\left\|\psi_{u}^{n, h}-\psi_{u}^{*, h}\right\|+\left\|\psi_{u}^{*, h}-\psi_{u}^{*}\right\|, \tag{90}
\end{equation*}
$$

we easily conclude to the convergence of the discrete solution of the monotone iterative algorithm. The similar results can be obtained for the sequence $\left\{\psi_{l}^{n, h}\right\}$.

## 4. Numerical results

The monotone iterative algorithm was implemented in FreeFem++ [29] using $P^{1}$ finite elements. The software uses a high level programming language with a syntax close to mathematical formulations making the implementation of the variational formulation (48) straightforward. In all computations we considered the half-domain represented in Fig. 1b, with Dirichlet boundary conditions everywhere, excepting on the axis Or where a Neumann (symmetry) condition is imposed.

The first series of runs considered the (scaled) problem (12) for a fixed geometry ( $|O A|=\alpha$ and $|O D|=1$ in Fig. 1b) and a given value of the parameter $\delta$. We have already displayed in Fig. 2 nonzero solutions for $\alpha=0.6$. These are obtained using the algorithm for computing the upper solution, since the initial state for $\delta=0$ always exists and is easy to compute. The field $\psi_{u}^{0}(r, z)$ is computing using an initial uniform mesh presented in Fig. 4 a). For subsequent iterations, and, in particular, close to the convergence, we reconstruct the mesh in order to satisfy the assumption made in Section 3.2, assuming that the vortex core $\partial S$ is represented by vertices of the triangulation. This was achieved in practice by extracting the isoline $\psi^{n}=\delta$ and regenerating the mesh using this line as inner boundary. The advanced automatic mesh generator in FreeFem++ greatly facilitates the implementation of this algorithm. The final mesh (at convergence) is displayed in Fig. 4 b ) for a lower resolution that allows to better illustrate this idea.

The iterative algorithm is stopped when the relative change in the solution has a norm lower than $\epsilon=10^{-6}$. Convergence is very fast, as illustrated in Fig. 5 by plots of the evolution of the maximum of the solution $\psi_{\max }^{n}$ and the energy $\eta$ given by (35). We observe that convergence is faster for lower values of $\delta$, which is not surprising since low values of delta represent larger vortex cores and, consequently, a better discretization of this region. For values of $\delta$ close to $\delta_{\max }$, more iterations are needed, but always lower that one hundred. This proves that our algorithm is much faster than the method of Durst et al.




Fig. 4. Solutions for the elliptic vortex with $\alpha=0.6, \delta^{-1}=154$. Illustration of the initial mesh (a) and final mesh (b) with accurate capture of the vortex core boundary $\partial S$. (c) Final mesh, zoom in the region of the vortex core represented by gray patches.


Fig. 5. Solutions for the elliptic vortex with $\alpha=0.6$. Convergence history tracking the maximum of the solution $\left(\psi_{\max }\right)$ and energy $\eta=a(\psi, \psi)$.
$[9,10]$ using finite differences for the same problem; according to their convergence reports, several thousands of iterations were needed to reach the converged solution.

A second series of runs was devoted to the numerical estimation of the critical parameter $\delta_{\max }$ for which nonzero solutions still exist. The monotone iterative algorithm was embedded into a dichotomy algorithm refining the value of $\delta_{\max }$ up to 6 digits; we used a refined mesh with $h\left(\mathcal{T}_{h}\right)=0.01$, where

$$
\begin{equation*}
h\left(\mathcal{T}_{h}\right)=\max \left\{\operatorname{diam}\left(T_{k}\right) \mid T_{k} \in \mathcal{T}_{h}\right\}, \quad \operatorname{diam}\left(T_{k}\right)=\sup _{(x, y) \in T_{k}}|x-y| . \tag{91}
\end{equation*}
$$

Computed values are plotted in Fig. 3 showing a good agreement with data reported by Durst et al. [9,10]. The numerical values for $\delta_{\max }$ are compared in the same figure with theoretical estimations derived in Section 2. For both theoretical estimations, the eigenvalues of the elliptic operator $\mathcal{L}$ on the elliptic domain are computed using the shift-invert mode method implemented in ARPACK library. The values are carefully checked and for the refined mesh, the definition relationship (18) is verified up to double precision ( $10^{-12}$ ).

It is interesting to note that the dichotomy algorithm computing $\delta_{\max }$ is initialized considering the search interval $\left[0, \psi_{\max }^{0} / 2\right]$, where $\psi^{0}$ is the solution obtained for $\delta=0$. This is an obvious choice, but time consuming. A refined initial guess using the second theoretical estimation (Proposition 2) for $\delta_{\max }$ results in a considerable computational time reduction. This observation could be useful in practical applications searching for the admissible vortex ring solution with a minimal vortex core area.

We finally discuss computations dealing with upper and lower solutions. This particular behavior of numerical algorithms is due to the discontinuity of the vorticity function $F$ and was not previously addressed in numerical studies of vortex rings. From a practical viewpoint, we emphasize the fact that different solutions could be obtained when starting from different


Fig. 6. Upper and lower solutions for the elliptic vortex with $\alpha=0.6$. Evolution of $\psi_{\max }$ and energy during the iterative computation. Mesh resolution $h\left(\mathcal{T}_{h}\right)=0.02$.


Fig. 7. Upper and lower solutions for the elliptic vortex with $\alpha=0.6$. Evolution of $\psi_{\max }$ and energy during the iterative computation. Mesh resolution $h\left(\mathcal{T}_{h}\right)=0.01$.
initial conditions. This property that we have theoretically addressed in Section 2 is visible in computations, and in particular for less refined grids, that are usually employed in practical computations involving complex fluid flow interactions.

We consider again the elliptical domain with $\alpha=0.6$ and compute the solution for $\delta=1 / 176$. For this geometry, the computed critical value is $\delta_{\max }=1 / 153.28$. The upper solution is computed using as initial condition the solution obtained for $\delta=0$ (with highest possible energy), while the lower solution algorithm starts from the solution with $\delta=1 / 153.62$. The convergence tolerance $\epsilon$ is fixed to $10^{-6}$.

In Fig. 6 we monitor the evolution of the maximum of the solution and the corresponding energy along the iterative process. The mesh size is $h\left(\mathcal{T}_{h}\right)=0.02$, which is a reasonable resolution for practical applications (for reference, 50 grid points are placed on the border $O D$ in Fig. 1b and the mesh is generated with quasi-constant $h$ ). We notice that, although the same convergence tolerance is imposed, final values are different for the lower and the upper solution. As a consequence, the calculation of basic quantities of practical interest (energy, vortex core area, translation velocity) results in different values depending whether the upper or lower solution is considered.

When the mesh is refined, the difference between the upper and lower solution becomes negligible, as shown in Fig. 7 for a mesh size $h\left(\mathcal{T}_{h}\right)=0.01$. This suggests that the mesh size has to be carefully set in practical calculations, considering not only the classical analysis of the finite element approximation, but also the dependence of the converged solution on the initial condition.

A final important result is provided by the plots in Fig. 8 showing solution profiles along the radial axis Or. When the solution is normalized with its maximum value, we obtain the collapse of all profiles, for all geometrical aspect ratios $\alpha$. This


Fig. 8. Upper and lower solutions for the elliptic vortex with different aspect ratios $\alpha$. Solution profiles along the Or axis. The vortex core corresponds to $\delta=\delta_{\max }$ for all computations.
observation stands for both upper and lower solutions (the mesh size is $h\left(\mathcal{T}_{h}\right)=0.01$ for all cases). The maximum of $\psi / \psi_{\max }$ is reached at approximately $r=1 / \sqrt{2}$, which is the value corresponding to the center of the Hill's spherical vortex. This result, which is also reported in [10], strongly supports the assumption made in Section 2 for the approximation of geometrical quantities characterizing the vortex ring core.

## 5. Summary and future work

We developed in this paper a new algorithm to compute vortex rings solutions in stationary ideal flows. The boundary separating the vortex ring from the external (potential) flow is assumed of elliptic shape. The difficulty of the problem consists in the fact that the source term depends on the solution itself through a discontinuous function. The algorithm is based on the monotone iterative calculation of the solution and takes into account the discontinuity of the source term by considering separately the upper and lower solution [32,34,36,37]. We theoretically prove the convergence of the algorithm in a general framework, and in the particular setting using finite elements for the spatial discretization.

The algorithm was implemented using the free software FreeFem++ [29] and proved very efficient to compute vortex ring solutions. Convergence is considerably faster than that reported in previous studies [9,10]. Numerical computations allowed to point out the differences between the upper and lower solutions, which is, to the best of our knowledge, a novelty in this investigation field. Direct consequences of this behavior for practical computations were also emphasized.

We also derived a refined analytical estimation of the critical parameter for the existence of nonzero solutions. This theoretical prediction is fairly well supported by numerical results and could be very useful for practical applications. One of such applications concerns the fuel injection in automotive engines. The impulsive start of the flow generates large recirculating zones that are not accessible to usual measurements by PIV (Particle Image Velocimetry) because of the concentration of a large number of fuel droplets. Since these recirculation zones are well described by vortex rings models, the missing velocity field from experiments could be reconstructed by the theoretical model considered in this paper. In particular, the theoretical estimation of the critical parameter could be used to investigate admissible solutions, while the fast algorithm designed in this study could be the basis of a real-time reconstruction of the velocity field. These topics are related to the field reconstruction problems for Tokamak plasma reactors [44].
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